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“I've gotten to be in the room, when we sort of push the veil of ignorance back, and the 
frontier of discovery forward”

7

“For decades we have been trying to teach humans the language of machines. 
Now we are finally teaching machines the language of humans” 

“I've gotten to be in the room, when we sort of push the veil of ignorance back, and the 
frontier of discovery forward”



Pw C

Generative AI Dec 2023
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Superintelligence

AGI

Artificial Intelligence

Machine Learning

Deep Learning

Generative 
AI

Deep Learning

machine learning technique - layers of neural 
networks are used to process data and make decisions.

Machine Learning

subset of AI - enables machines to learn from existing data and layers of 
neural networks to improve upon that data to make decisions.

Artificial Intelligence

field of computer science - seeks to create intelligence in machines that can 
solve problems

Generative AI

AI with the ability to create new written, visual and 
auditory content given prompts or existing data.

Artificial General Intelligence

An emerging form of AI able to solve normal working tasks using generalized 
human cognitive abilities the same or better than humans

Superhuman General Intelligence

The end of the world as we know it!

What is all this AI stuff all about?  
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Generative AI
- 25% of films scenes build using GenAI, saving estimated $8m in production costs
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Deep Learning
- Ava, the advanced robot leverages deep learning to learn human facial expression 



Pw C

Generative AI Dec 2023
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- enables Joi, the holographic character, to learn and decision from existing data, and then 
leverages that data to become more human like in decisioning

Machine Learning



Pw C

Generative AI Dec 2023
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Artificial Intelligence - The film uses AI to depict robots who seek co-existence and peace, focusing on 
exploring the cruelty of humanity and the meaning of being human, rather than 
promoting real-world AI programs.
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Artificial General 
Intelligence

- explores the relationship between a man and his operating system, that has an 
ability to learn and adapt to the user’s needs and desires, and eventually develops 
its own consciousness
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Superhuman Intelligence
- I want you boots, your clothes and your motorcycle!
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What does the future hold – GenAI example 

What you need to know:

● Tech improves in non-linear fashion 

driven by release of foundation models

● Leaps are big and gaps are short

● Potential is not fully understood before 
launch

● The ‘technology overhang’ is large

● Speed with which organisation can 

absorb change will be a key differentiator 

Time

Performance

GPT 4

GPT 3.5 
/ Palm

GPT 5 
/ Gemini

GPT 2

Enterprise ability to 

exploit technology 

Potential power of 

technology in the 
enterprise 

‘Technology 
overhang’
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Business models and approaches
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1. Wait and see
2. Light 
experimentation

3. A few use case 
implementations

4. Use case 
factory execution

5. Full business 
transformation
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People and culture
Get your people and culture 
ready to support them on 

this change journey

Strategic implications

Infrastructu

re 

and data

Use Cases

Governan

ce
People and 

culture

Five ‘no regrets’ areas of focus 
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Business Implementation: 
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AI/GenAI adds creates many new governance questions 

Performance and over-reliance

Job displacement

Operational resilienceData protection & security

Explainability & transparency

Data availability and provenance

Skills gaps and training

Intellectual propertySystematic Bias

Regulatory compliance

19
*This is accurate as of April 2023
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Business Implementation: 



Pw C

Generative AI November 202321

Final Thoughts

● Set out a clear AI strategy and business model for your own firm / 

Industry

● Invest in understanding how to create your own differentiation 

● Augment capability and capacity from experts

● Be a change agent!

● But remember….

Boom!



pwc.com

© 2023 PricewaterhouseCoopers LLP. All rights reserved. PwC refers to the UK member firm, and may sometimes refer to the PwC network. Each member firm is a separate legal entity. Please see 

www.pwc.com/structure for further details.

Sarah Connor: 
“The unknown future rolls toward 
us. I face it for the first time with a 
sense of hope. Because if a 
machine, a Terminator, can learn 
the value of human life, maybe we 
can too.”

Dom Mac
dominic.mac@pwc.com
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AI and Environment

•Digitisation, Decarbonisation and Das Gupta – economics of biodiversity…

•Decouple economic growth from natural capital consumption – MS and PwC – AI 

towards a sustainable future. 

•Key Sectors:

➢Energy – smart meters, digital grid, predictive storage, maintenance

➢Transport – autonomous vehicles, ride sharing, traffic management, maintenance

➢Agriculture – environmental monitoring, pest control, land management, genetics

➢Water – usage and supply monitoring, leak management, forecasting, waste

•South West England – Natural Capital 

•Risks – energy consumption, data storage, LLM training, wealth creation
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AI and Society

•Employment and workplace disruption

•IP and Human Creativity

•Discrimination and Divides

•Connectivity and Education

•Resilience and Climate preparedness

•Safety, security and Big Brother
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AI and Governance

•Politics – Democracy given social media and Cambridge Analytica ++

•Justice – AI and legal services; evidence and truth

•Ethics – AI Summit; Responsible Design and Regulation

•Structures – Corporates, Social enterprises 

•Evaluation – GDP, Gross National Happiness, Wellbeing Budget

28
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Artificial Intelligence

1956

Artificial Intelligence
The field of computer science that seeks to create 
intelligent machines that can replicate or exceed 
human intelligence

Machine Learning

1997

Machine Learning
Subset of AI that enables machines to learn from 
existing data and improve upon that data to make 
decisions or predictions

Deep Learning

2017
Deep Learning
A machine learning technique in which layers of neural 
networks are used to process data and make decisions

Generative AI
2021

Generative AI
Create new written, visual, and auditory content given 
prompts or existing data



Natural language Reasoning engine



Generative AI transforms how we think about AI 

Simple model:
Purpose-built for one use

Massive model:
Generalized intelligence with 
many applications 

Traditional AI Generative AI



Months to 

reach 100M users

2

78
70

61
55

40

9

30

We are at the

beginning
technology shift

of a
ChatGPT



Copilot



Generative AI Capabilities coming to the 
Microsoft Platform

Microsoft Teams Viva Sales Insights M365 Copilot Bing



Azure OpenAI Service
Capabilities

Creative Ideation
Subject Research

Essay outlines Extracting insights Semantic search

Summarizing text Code generation

Dialog agents

Virtual Assistants
Language Translation Writing assistance

Classifying text Answering questions Poem creation

Comments from code
Code refactoring Image Generation

Limitless generation with a few lines of input



Microsoft’s Responsible AI principles

Privacy & 
Security

Inclusiveness

AccountabilityFairness

Reliability & 
Safety

Transparency

Microsoft’s 
Responsible AI 

Principles

Tools and processes

Governance

Rules

Training and practices

Building blocks
to enact principles



Generative AI

Content 
generation

Automatically generate 
responses to customer inquiries

Generate personalized website 
UIs or marketing images

Summarization

Summarize customer 

support conversation logs

Summarize social media trends

Code
generation

Convert natural language to 
data base query language to 
“ask questions” of your data

Comment and document code

Semantic 
search

Search reviews for a specific 
product/service

Discover new products and 
knowledge mining

…and when they are used all together

End to end call center analytics: classification, sentiment, entity extraction, summarization and email generation

Customer 360: hyper-personalisation using timely summarization of customer queries & trends, search, and content generation

Business process automation: search through structured & unstructured documentation, generate code to query data models, generate content

Top 4 capabilities



Employees lack 
time & energy to do 
their job

Source: 2023 Work Trends Index, Microsoft

Employees are ready 
to embrace AI

64%
More likely to 
struggle with 
strategic thinking

3.5X

Employees are 
willing to delegate 
work to AI

70% 2X
Managers are looking 
to AI to boost 
productivity vs. 
cutting headcount 



Transforming through summarisation



Carmax customer story video

VIDEO 5

CarMax customer story
LINK TO VIEW

GenAI Product Summarisation

https://customers.microsoft.com/en-us/story/1501304071775762777-carmax-retailer-azure-openai-service


Transforming through search



GenAI Shopping Assistants



GenAI Product Assistants



Transforming through content generation







Transformation in a 
new era of AI

Richard Potter
Director of Digital Strategy, Microsoft





SPEAKER

DRIVING STEMM SUCCESS

Michelle Bieger, 

digiLab



Michelle Fabienne Bieger
7th December 2023

digiLab

The ethics of AI and ML 

digilab.co.uk



AI and the environment

AI Index Report, 2023

• B refers to number of parameters 

that have been input to that 

training dataset

• These are the emissions solely for 

training the model—each use of 

the model incurs additional carbon 

costs

• Not just limited to carbon costs!



Data provenance

Shadow libraries have formed the training datasets of the biggest 
names in LLMs—e.g. ChatGPT, Meta’s Llama competitor, Bloomberg’s 
BloombergGPT (reporting from Wired)

Many of the ML/LLM training datasets have been trained on “the Internet” 

What does the Internet look like? 

Gender bias: 

Less than 15% of Wikipedia contributors 

are women

34% of Twitter users are women 

Only 33% of Reddit users are not men
Language bias: 

Predominant language on the Internet is English 

Notice

Regulatory obligation

Consent



Getting data training right

Social media companies

Users

AI tool

Data companies

Labelled data



Case study: Karya—getting training right

Karya: founded by 
Vivek Seshadri and 

Manu Chopra

The Ethical Data Pledge



Case study: Karya—getting training right

Karya: non-profit, 

founded by Vivek 

Seshadri and Manu 

Chopra

Big tech companies 

and other clients

Benefits for workers: 

$15/hr minimum wage (above cost of living)

Provides de-facto ownership of the data created on 

the job



Bias within the model itself

In the US health care system

Black patients were assigned the same level of risk by the algorithm despite being 
more ill than white patients, reducing the number of Black patients who identified as 
needing more care by more than half 

Bias introduced through use of using health care costs as a proxy for health needs—
but this reflects a bias already in-built, as the system already spends less money on 
Black patients with the same healthcare needs as their white counterparts



Over-reliance on AI models

Explainability needs to come with actionable 

recourse 

• Allow space in the system for human input to 

correct or alter AI-generated output

• Automated systems should come with means 

to identify and address potential errors 

• Principle 3 of the Santa Clara moderation 

principles: companies need to provide

“meaningful opportunity for timely appeal"

Patient Tammy Dobbs, diagnosed with 

cerebral palsy 

Required 56 hours of care a week, but once 

automation came in, this was changed to 32 

despite no change in her circumstance

It required legal procedures to change this 

despite attending nurses agreeing she 

required more hours



Data and privacy concerns

Data Privacy 

How you 
interact with a 
company’s 
products or 
services 

The visibility of 
your interactions 
with the 
company’s 
products or 
services

How a company 
collects or uses 
AI/ML data for 
training

Marketing and 

advertising consumer 

behaviour data used 

to promote a company

How your 
consumer or 

personal data is 
collected, used, 

and bartered 
between 

companies and 
governments 

Three tenants to properly handling data privacy

Data outputs

Notice

Regulatory obligation

Consent



Case study: Roomba

Notice

Regulatory obligation

Consent

Guo, December 2022, MIT Technology Review 

Check your privacy policies—you give permission 
to Roomba to create a virtual layout of your 
house + take photos. And that’s just your 
Roomba… 

Pictures are sent to outsourced workers who can 
and do post them online in unsecured company 
and social media servers



So what? 

Establish business values

and proactively 

interrogate what use 

cases challenge those 

values

Seek out inclusivity and 

centre diversity in ML 

teams. More voices at 

the table mean more 

POVs

Lead with solutions that centre 

humans and humanity and 

leave room for accountability 

Like in medicine, consider 

the use of an ethics board or 

committee

Stay informed! 

Regulation is often behind 

technology so journalists tend to 

be the first to interrogate bias 

and abuses 

Recommendations: 

• Billy Perrigo, Karen Hao 

• Rumman Chowdhury, Timnit 

Gebru, Safiya Noble, Joy 

Buolamwini, Meredith 

Whittaker, Emily Bender, 

Margaret Mitchell

• Wired, Time, 404

• The EU AI Act Newsletter, 

Mystery AI Hype Theatre, All 

Tech is Human



Thank you

digilab.co.uk

Any questions? 
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AI. A Christmas fairytale
Ethics in AI
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Fundamental
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©   C-Suite Fundamental 

“KEEP YOUR COINS, 
I WANT CHANGE”

cit. Banksy

A revolution in giving
Transparency = Trust



©   C-Suite Fundamental 



©   C-Suite Fundamental 

RETAILERRECIPIENTFOOD BANK

Cashless, private and secure

Individuals shop, 
enjoying greater choice 

and dignity

Retailers enjoy 
extra footfall and 

revenue

1 3

Food banks give digital
payment vouchers to 

individuals

2

Efficiency Choice and dignity Incremental revenue

via the Face Donate platform
via the Face Donate platform

Support local 

community
Equitable experienceReduced logistics

Restore dignity and agency
Made simple and secure through leveraging AI and machine learning



©   C-Suite Fundamental 



©   C-Suite Fundamental 

£90
food bank’s all-in cost

of a procured, packaged

and distributed parcel

£30
allocated via the platform allows
users to buy equivalent goods

Based on 2022-2023 HFB operation data. At least £7.50 is saved every time food bank delivers help to people via the FaceDonate platform rather than with a traditional food parcel.
Making 70% of parcel allocations via the FaceDonate platform would generate at least £100,000 net savings, the equivalent of distributing over ~2,250 extra traditional parcels.

£45
cost of a parcel

excluding food bank’s
staff costs

£4 food bank’s staff cost to operate FaceDonate 

Significant cost savings
Do more with less. Divert resources to other essential services, 

such as mental health care



©   C-Suite Fundamental 

Real-time feedback for corporate ESG
Dashboards for managing match funding, GiftAid and impact reporting

via live feed with clients,
prospects and employees

Engage Employees
via donating to Hackney Foodbank

or charities of your choice

via the real-time ESG Dashboard for 
sustainability and social impact

Track CSR Campaigns 

Share Your Impact

Personalised feedback

Match funding

GiftAid

UN Sustainability-aligned reports

Hackney Foodbank’s digital voucherS for buying food locally
LOWER operational costs • increaseD efficiency • greater choice & dignity



©   C-Suite Fundamental 

Perception is (virtual) reality
Confusion with facial recognition

Silkie Carlo, the director of the 
Big Brother Watch campaign 
group, is urging the charity to 
halt the system, arguing it is 

wrong to ask people to “trade 
sensitive biometric data for 

food”.

“

”



©   C-Suite Fundamental 

Ethics in modern technology
Integral to design process

April 26, 2023

Other useful mechanisms include scanning the free-text elements of 
employee engagement surveys and Glassdoor, the jobs review site. 

Research by Harvard Business School used an algorithm to scan Glassdoor 
reviews looking for words including “discrimination”, “trouble”, 

“favouritism” and “unethical”. It identified an increase in use of the terms to 
describe bank Wells Fargo between 2009 and 2013, a period that 

corresponded with fraudulent financial activity by employees. Researchers 
found the algorithm could identify misconduct before whistleblower claims 

emerged.

“

”

principia-advisory.com



©   C-Suite Fundamental 

Conclusion
Takeaway message

1. Incorporate ethics in design principles from the outset.

2. Document considerations and publish them.

3. Perception is reality.

4. Seek expert advice around ethics.  It’s cheaper than lawyers and restarts.

5. “Got on a lucky one.  Came in eighteen to one.  So happy Christmas.  I can see a better 

time when all our dreams come true” – S. MacGowan



©   C-Suite Fundamental 

Tom Morgan
Managing Director

LinkedIn: linkedin.com/in/tommorgandigital

C-Suite
Fundamental C-SF

https://www.linkedin.com/in/tommorgandigital/
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About Me

Spent much of the past 14 years turning AI/ML/CV research into 
products.
• 20 Years at Startups, and 6.5 years at Facebook
• Roles as VP Eng, CEO, CTO, Sr EM, Principal Eng, Architect
• Patents: GANs, Steganography, AR, Interactive Ads, Affective Computing
• Publications: Hypertext, 3D User Interfaces, VR, Narrative Intelligence



Common Themes of this Talk

• Machine Learning lets you build amazing, magical prototypes.
80% is already working right away!

• And then the real work starts:

• Sourcing, licensing, or creating more training data

• Labeling, cleaning and curating it

• Working around edge cases and weird bugs

• Optimizing for compute, speed and equipment cost 

• (AI is very computationally expensive)

• Integrating it into a smooth product experience

• Making sure it doesn’t go off the rails, isn’t discriminatory, off-brand, etc



Magic Mirror (2009)

• Used depth camera and Computer Vision to recognize user’s pose.
• Animated 3D character as a reflection of the user’s behavior.



Magic Mirror (2009)

• Before big Deep-Learning breakthroughs, so used classic Computer 
Vision algorithms

• Depth output from camera was extremely noisy and imprecise

• Spent most of the engineering time cleaning it up and denoising

• Simply identified a few principal points (hands, feet, head, center of body)

• People would very quickly test it, push it to the edge, and break it
• Hopping on one leg, spinning, etc

• Didn’t deal with edge cases like multiple people, wheelchairs, etc.



A Vision Quest (2014)

• Augmented Reality Phone 
Camera game

• GPU-accelerated computer 
vision

• Recognized edges and 
colors in camera input, and 
used them to solve 
platform puzzles.



A Vision Quest (2014)

• Wrote preprocessors to deal with slightly different GPU syntax on iOS, 
different Android models, and desktop.

• Computer vision code could run on phone GPUs very fast (video frame 
rates), but it was slow to copy into CPU for game (collision detection, etc), 
so gameplay used still pictures.

• Commercializing a free-to-play game takes an enormous marketing 
budget.



(2015)

• iPad-based interactive healthcare avatar

• Combined in-house and IBM Watson 
technologies to:

• Animate a 3D character

• Recognize the user’s speech (ASR)
• Used camera to recognize the user’s emotions
• Go through a script to engage the user and 

collect healthcare information (NLP)

• Use text classifier to identify relevant healthcare 
facts from a database to share.

• Respond verbally to the user (TTS)



(2015)

• Extremely aggressive technology goals:
• Voice input & output, animated avatar that can 

recognize emotions and collect useful 
information from patients.

• NLP was generally scripted, so it was 
consistent and followed the use case

• Having the computer ask questions and 
having the user answer is easier to script out



Generative Style Transfer (2016)

• First use of Generative 
Content at Facebook.

• Used Deep Learning to 
transform user’s photos 
based on an artist’s style.

• Real-time, on-phone neural 
network execution.

• Processed photos, and video 
at 12fps.



Generative Style Transfer (2016)

• Video-rate style transfer on mobile phones required shortcuts:
• Lower resolutions (256x256)

• Simpler networks (not as faithful to the artist’s style)
• Hand-picked examples looked great (especially if the subject was 

posed similarly, etc), but took a lot of user experimentation to make 
good style transfer photos

• Set off an optimization war between CPU & GPU neural network 
execution people, where every week one or the other was drastically 
sped up

• Model compression and simplification became super-important to 
move toward shipping

• Optimizing for older phones and reducing runtime size became 
major efforts



Mobile SLAM (2017)

• Adapted Oculus’ technology for inside-out 
tracking used in Meta Quest

• Facebook’s version of Apple’s ARKit and 
Google’s ARCore

• Could place 3D content in the world as a 
camera filter



Mobile SLAM (2017)

• Basic demo worked very quickly
• Lots needed to get working on most common phones

• Needed camera lens parameters for every phone
• Phone accelerometers & gyroscopes very different or buggy
• Auto-focus would break the algorithm
• Had to work on older or medium-end phones

• Memory usage over time, losing tracking occasionally
• Hard keeping code for Oculus VR & mobile phone AR use cases in sync
• Apple & Google both released their own AR frameworks as we prepared to 

release ours



Person Segmentation (2018)

• Identify a person in the foreground, so you can 
replace or blur the background

• Real-time Deep-Learning on Handset

• Used a common ML runtime shared with all NN 
visual effects

• Part of Spark AR, so users could create their 
own effects using foreground/background 
segmentation, blurring, etc



Person Segmentation (2018)

• Couldn’t use FB user selfies due to privacy rules
• Training dataset took a lot of work:

• Selfies with different kinds of consumer phones

• Different camera quality & resolution

• Different poses and lighting conditions

• Gender, age & racially balanced group of people

• Data set labeling:
• Needed a custom labeling flow to outline the person

• Hair detail was very hard

• Hats, headphones, funky hairstyles, multiple people, animals, confusing 
backgrounds

• Very high quality standard – almost didn’t ship, with same artifacts that 
other products shipped with and were fine.



Identity Attack Discovery (2020)

• Created an Ensemble model to predict fake ID attacks

• Used signals from:

• Visual AI forgery detection models

• Content-based AI forgery models

• Human review of ID documents

• Temporal clustering by locations, devices, countries, etc.

• Sped up data pipeline from 24 hours to 15 minutes so we could get 
useful warnings



Identity Attack Discovery (2020)

• Highly regulated and complex space:
• Creating fake ID documents is illegal, so couldn’t create fake data
• Possessing fake IDs or images of them is illegal in most countries, so no ground truth
• Possession of real IDs is highly regulated
• Rules vary from country to country, and even within a country

• Some fakes are obvious (especially by 11-year olds trying to pass age 
verification), some are made by nation-state actors

• Never able to measure true false-positive and false-negative, due to no 
ground-truth data

• Legal, privacy, and policy reviews
• Explainability of model was very important to be able to launch



Fast Creation of Classifiers for New 
Integrity Policies (2022)

• New types of hate speech and other violating content can arise nearly 
overnight (Jan 6, Ukraine/Russia, Israel/Hamas, etc)

• Need to quickly find examples to train classifiers on, in a matter of 
days or weeks.  Was taking months to adapt.

• Used LLMs with prompt engineering to identify probably violating 
content

• Manually reviewed and used to bootstrap train traditional NLP 
classifiers

• Zero-shot -> Few-shot -> Full classifier



Fast Creation of Classifiers for New 
Integrity Policies (2022)

• Even with LLMs, required a lot of initial work to set up new policy:

• search for keywords

• try prompt engineering variations

• manual review of possible violations

• LLMs are super expensive to run at FB scale, so needed to 
aggressively pre-filter candidates with regular expressions or existing 
simpler classifiers

• No ready pool of manual reviewers that could be used on short 
notice, since the need was “bursty,” and required reviewers to be fully 
trained on the new policy’s guidelines



Recap: Common Themes of this Talk

• Machine Learning lets you build amazing, magical prototypes.
80% is already working right away!

• And then the real work starts:

• Sourcing, licensing, or creating more training data

• Labeling, cleaning and curating it

• Working around edge cases and weird bugs

• Optimizing for compute, speed and equipment cost 

• (AI is very computationally expensive)

• Integrating it into a smooth product experience

• Making sure it doesn’t go off the rails, isn’t discriminatory, off-brand, etc



Thank you
Any Questions?

Feel free to reach out to me: tom@tom.to
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New Future Ventures
AI PROMPT HACKATHON



AI Prompt Hackathon

Applications now open

Date: 1st February 2024

Location: Winslade Manor

newfuture.ventures/ai-hackathon-feb24-form



From ideas 

to action 

Create new product or service for your customers

Create tools for your team

Chatbots  / Assistants

Document creation or analysis

Analysis, visualisation and  utilisation of data sets

Tool to generate or optimise revenue streams  

PUTTING YOUR IDEAS  INTO ACTION 



What you 

need

A team of up to 4 people 

No technical skills necessary

An idea you want to develop

A data set you want to utilise in the form of a 

spreadsheet, database or web based data 

source  

Be available on 1st February 

WHAT YOU NEED  



Thought Experiment: Cognitive Automation

What business process, problem, idea or 

opportunity that you might like to automate, 

but traditionally would not, because a good 

outcome is dependant on a human applying 

knowledge, understanding or context to the task?



Problem: I want to show off new or empty property at its best 



Problem: I want to pre-qualify my sales leads 



Problem: I need to create lots of powerpoint presentations 



On the Day

MORNING: 

 Refine and validate your idea

 Learn how to write a good prompt

AFTERNOON

 Build and create your own proof of concept

 Demo the proof of concept to your peers 

 Prizes for the winners

ON THE DAY 



AI Prompt Hackathon
1st February 2024
Applications now open
Winslade Manor

newfuture.ventures/ai-hackathon-feb24-form



THANKS TO OUR EVENT CONTRIBUOTRS 

DRIVING STEMM SUCCESS



HAVE YOU TAKEN THE SURVEY?

DRIVING STEMM SUCCESS



DRIVING STEMM SUCCESS

THANK YOU FOR ATTENDING

WATCH TODAY’S EVENT 
ON YOUTUBE >>
https://www.youtube.com/watch?v=g6jJVKnLEGo

  

https://www.youtube.com/watch?v=g6jJVKnLEGo


JOIN IN THE CONVERSATION

DRIVING STEMM SUCCESS

@EXIST_Exeter

#EXISTLIVE

#AIinBusiness
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